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Learning Performance (LP) can be deteriorated by non-important features in the data. Feature 

Selection (FS) algorithms aims to find important features and remove non-important ones 

from the data. The usual filter approach selects features independently of the learning 

algorithm. FS in single-label data, where each instance is associated with only one label, has 

also been widely studied. However, this is not the case for multi-label data, where each 

instance is associated with a set of labels usually correlated. The hypothesis of this work is that 

FS algorithms which consider label dependence will perform better than the ones that ignore 

it. To this end, we proposed multi-label filter FS algorithms which consider relations among 

labels. These algorithms achieved good experimental results in terms of data reduction and LP. 

We also conducted a pioneer, rigorous and replicable systematic review on related work. The 

synthesis of 74 papers motivates further improvements and applications. 

 

*The authors would like to thank CNPq and FAPESP for the financial support provided. 

mailto:%7Bnewtonspolaor,%20hueidianalee%7D@gmail.com
mailto:mcmonard@icmc.usp.br

