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Abstract. Content-based video retrieval and indexing have been associated 

with intelligent methods in many applications such as education, medicine and 

agriculture. However, an extensive and replicable review of the recent literature 

is missing. Moreover, relevant topics that can support video retrieval, such as 

dimensionality reduction, have not been surveyed. This work designs and con-

ducts a systematic review to find papers able to answer the following research 

question: "what segmentation, feature extraction, dimensionality reduction and 

machine learning approaches have been applied for content-based video index-

ing and retrieval?". By applying a research protocol proposed by us, 153 papers 

published from 2011 to 2018 were selected. As a result, it was found that strat-

egies for cut-based segmentation, color-based indexing, k-means based dimen-

sionality reduction and data clustering have been the most frequent choices in 

recent papers. All the information extracted from these papers can be found in a 

publicly available spreadsheet. This work also indicates additional findings and 

future research directions. 
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1 Introduction 

Multimedia documents composed of different media types have increasingly been 

published and consumed [1, 2]. This fact is due to the larger access to computational 

resources and the Internet, among other reasons [3]. Video in particular consists in a 

usual way to capture and share information, as it is able to represent moving objects 

in space and time accordingly. These benefits come at the price of reasonable storage 

and processing costs [4]. 

In general, video content is richer than single image content [5]. A video file typi-

cally has much raw data, but little prior structure. Moreover, information available in 

video occasionally include textual metadata and captions, images (frames) and audio. 

Due to the crescent interest in video, automatic indexing and retrieval are usually 

considered in multimedia research. In particular, the former specifies indexes (fea-
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tures) to describe a video, whereas the latter allows one to search for relevant videos. 

These tasks can be combined, for example, to find video in an indexed database that 

contains characteristics similar to the ones given by a user’s query. In this work, the 

retrieval and indexing based on the video content is considered. Both tasks have been 

applied in agriculture [6], cinema [7], discourse analysis [8], education [9], geo-

referenced video [10], human action recognition [11], journalism [12], marketing 

[13], medicine [14], sports [15] and television broadcast [16]. 

Some surveys identify relevant research on Content-based Video Indexing and Re-

trieval (CBVIR). One of them describes the background and an extensive review of 

CBVIR methods and results [4]. In [5] the reader can find a broad survey that organ-

izes procedures inherent to CBVIR, describes their merits and limitations and sup-

plements previous work. Besides describing several approaches from the relevant 

literature, [17] reports research challenges. Another example, published in [18], fo-

cuses on the use of intelligent methods for several tasks, such as multimedia indexing 

and retrieval. Soft computing arises as an alternative due to the ability to find inexact 

solutions [3]. Recently, a Systematic literature Review (SR) on content-based multi-

media medical retrieval that concentrates efforts on medical images was conducted 

[19]. Besides image retrieval, the search for medical video is addressed in [20]. 

This work aims to supplement earlier surveys by designing and conducting an SR 

on CBVIR. In particular, the SR method allows one to obtain a replicable and wide 

review of the relevant literature with reduced subjectivity [21]. 

Besides the SR method application, this work contains three main differences from 

previous surveys: 

 Finding of Dimensionality Reduction (DR) approaches for video retrieval: DR, an 

important pre-processing procedure to reduce curse of dimensionality effects, is 

usual in automatic processes to learn from data [22]. This curse involves phenome-

na regarding the increasing sparsity of the data as the number of dimensions grows 

[23]. In CBVIR, dimensionality reduction can yield a small set of video indexes 

more useful for retrieval and cheaper to be extracted from new videos than the 

original set of features. Thus, this paper pays attention to the DR approaches used 

in relevant papers. Besides dimensionality reduction, segmentation, feature extrac-

tion and machine learning approaches are reviewed due to their frequent use in the 

literature; 

 Proposal of a review protocol on video indexing and retrieval: by sharing the de-

signed protocol, this work supports other researchers to (1) replicate and update the 

current review and (2) apply the SR method in other research topics associated 

with video content. Different from [19], our protocol reviews papers that consider 

video retrieval and indexing regardless of the video domain; 

 Publication period: we supplement earlier surveys by focusing on papers published 

from 2011 to 2018. 

This paper is organized as follows. Section 2 describes concepts inherent to content-

based video retrieval and indexing. Section 3 presents the review method and protocol 

applied to identify usual approaches in CBVIR and other findings, which in turn are 
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reported in Section 4. Sections 5 and 6, respectively, consider future directions and 

final remarks. 

2 Background 

In a scenario in which a user retrieves video based on content, a similarity measure is 

typically used to compare query indexes with indexes describing repository videos 

[4]. The results can be ranked by relevance to enhance future queries. 

In particular, video query is usually based on the following approaches: Query-by-

Example (QbE), sketch, image, text and audio [5]. They differ in terms of the input 

provided by the user. Thus, QbE involves the retrieval of videos similar to the query 

video (example). Sketch and image queries can feed the search for videos with similar 

trajectories or frames, respectively. Some CBVIR methods receive query keywords or 

natural language text from the users. Finally, Automatic Speech Recognition (ASR) 

methods [24] can be employed to extract text from audio for video retrieval. 

Besides traditional measures derived from Minkowski distance, such as Euclidean 

and Manhattan, the cosine similarity is another alternative employed in CBVIR [25]. 

In addition, one can note the use of measures designed specifically for video, such as 

a measure to differentiate trajectories [26]. 

A CBVIR method typically yields a set of candidate videos that accomplish the 

query. In general, these videos are ranked by a method, according to a relevance crite-

rion, or by the users. User’s feedback on a ranking is useful to refine future queries 

according to his/her preferences. This feedback can also be simulated, as illustrated in 

[27]. 

In what follows, we consider some tasks that support the mentioned procedures 

and are applied in papers found by the SR method: video segmentation, feature ex-

traction for video indexing, Dimensionality Reduction (DR) and Machine Learning 

(ML). Other concepts related to CBVIR are presented in detail in the literature [28, 5, 

29, 30]. 

2.1 Video Segmentation 

This task divides a video into segments of related frames [31]. A common segment 

type, named shot, corresponds to a frame sequence that represents an action. This 

action, continuous in space and time, is recorded by a simple camera operation [32]. 

Shots are often considered as the fundamental units of video in CBVIR. 

In specific domains, a video segment can be associated with other definitions. In 

lecture-based distance learning, for example, a subsequence of video regarding a topic 

or subtopic within a lecture is usually regarded as a segment [9]. To identify these 

subsequences, slides can be used as separators. 

The segmentation of generic video into shots consists in an important research top-

ic [33]. In general, the segmentation methods extract information to describe frames 

and identify segment boundaries. Different Shot Boundary Detection (SBD) ap-

proaches useful for video segmentation have been created [34, 4]. This work surveys 

recent ones in CBVIR context in Section 4.1. 
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Depending on the approach used for video segmentation, redundant frames may be 

found. Thus, some frames representing the shot content can be selected as keyframes. 

These special elements are useful, for example, to perform video summarization [5]. 

A shot is relatively small and does not necessarily correspond to a meaningful se-

mantic unit. Thus, some CBVIR methods group these segments into larger ones, such 

as scenes – combinations of adjacent shots associated with the same subject or topic 

[35]. This combination is obtained, for example, from information extracted from 

text, image or audio inherent to a video. 

2.2 Feature Extraction 

This task extracts features that are typically used as indexes for CBVIR. Three ab-

straction levels are usually considered to categorize video features [4]: raw data, de-

scriptors and concepts. Descriptors and concepts are also known as low-level and 

high-level features, respectively. If different levels are taken into account, a more 

complete characterization of video can be obtained, as illustrated in [36]. However, 

using a high amount of features may cause the curse of dimensionality, demanding 

dimensionality reduction approaches (Section 2.3). 

Descriptors can be applied to characterize several video elements, such as 

keyframes, movement and objects, i.e., relevant components within a specific domain, 

such as caption text or human face [5]. Some descriptors are also used for image pro-

cessing in general [37]. Usual descriptors include bag of visual words [38]. 

Concepts or semantic indexes are assigned to videos by different approaches, such 

as manual or automatic annotation [39, 40]. The idea is to associate segments, objects 

or events – complex activities that can be directly noticed and occur in specific local 

and time – with pre-defined semantic categories. Automatic annotation in particular is 

often supported by ML algorithms [22] (Section 2.4). In summary, these intelligent 

techniques are able to learn patterns (models) from video features (usually de-

scriptors). As a result, each input video is annotated with one or more concepts (clas-

ses). 

In this work, we focused on approaches to extract descriptors, as they have been 

the most frequent in the relevant literature. However, it should be emphasized that we 

also found methods working with concepts for video indexing [39, 1, 41, 42, 43, 44, 

36]. 

2.3 Dimensionality Reduction 

Dimensionality Reduction (DR) is an alternative to tackle the curse of dimensionality. 

Plainly speaking, two close data points in a 2D space are likely distant in a 100D 

space [23]. As content-based video retrieval typically depends on the similarity calcu-

lation based on indexes (dimensions), it can be hindered by the curse if a too large 

number of irrelevant indexes is used. Problems may also arise, for example, for ma-

chine learning algorithms that learn concepts from video data, as it is difficult to pre-

dict semantic indexes from a sparse feature space. 

Usual DR tasks consist in feature construction and Feature Selection (FS). The 

former, a.k.a. feature extraction by the data mining community, should not be con-
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fused with the indexing task for video retrieval. It aims to build expressive features 

from the original data attributes by mapping the input dimension space into another 

one usually smaller. By doing so, it is possible to enlighten video characteristics not 

directly visible in the input feature space. Although this idea can improve the retrieval 

performance, domain experts can have more difficulty to understand the new data 

representation. 

Principal Components Analysis (PCA) is a well-known feature construction tech-

nique that maps the original dimension into a new one by performing an orthonormal 

transformation in the data [45]. As a result, components representing data variance are 

found. 

Feature Selection, in turn, aims to remove irrelevant and or redundant features 

from video data, selecting the remaining ones [23]. Irrelevant features can be removed 

without affecting the learning performance. Their removal can be especially useful to 

the popular Nearest Neighbors (NN) algorithm, as it uses a similarity measure during 

its training (Section 2.4). A redundant feature implies the co-presence of another fea-

ture with similar representation power. The withdrawing of irrelevant and or redun-

dant features may bring benefits, such as learning performance improvement and or 

model comprehensibility by reducing the complexity of the patterns. It should be 

emphasized that some FS algorithms rank features according to their importance. To 

specify a subset in this scenario, one can choose, for example, the features with im-

portance score better than a threshold. 

Using a DR task in CBVIR can promote several benefits, such as the improvement 

of video retrieval based on machine learning and the saving of computational re-

sources by avoiding the extraction of unimportant and costly video indexes. 

2.4 Machine Learning 

After applying DR, automatic processes to learn from the data, such as the 

Knowledge Discovery in Databases, usually apply Machine Learning (ML) algo-

rithms. These algorithms, in particular, build models with complex data patterns to 

make intelligent decisions [22].  

Let D be a dataset typically submitted for ML, composed of N instances 𝐸𝑖, i = 1 

… N. A vector 𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2, …, 𝑥𝑖𝑀) composed of M features 𝑥𝑗, j = 1 … M de-

scribes each instance 𝐸𝑖. On one hand, some ML strategies, such as unsupervised 

algorithms for clustering, discover a model with groups (clusters) of instances close in 

the feature space. On the other hand, supervised algorithms also take into account a 

class or target feature 𝑌𝑖 in the data, i.e., 𝐸𝑖 = (𝑥𝑖 , 𝑌𝑖). These methods build a model H 

to predict one or more labels (class values) for the class Y of a new instance E = (x, 

?). To predict discrete or numeric labels, classification or regression models can be 

respectively used.  

Support Vector Machines (SVM) are well-known supervised learning algorithms 

[3]. This method, grounded in statistical learning theory, is able to transform the ini-

tial feature space into a higher dimensional space. By doing so, SVM is able to build a 

model based on a hyperplane, i.e., a decision boundary that separates instances from 

different classes. 

A simpler alternative for supervised learning, Nearest Neighbors (NN), is based on 

lazy learning. Instead of building a model, this scheme simply stores labeled instances 
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from the input dataset D. Only after receiving a new instance E, NN performs gener-

alization to predict the corresponding class based on the similarity between E and the 

stored instances. In particular, this class is typically given by the most common class 

within the k nearest instances (neighbors) to E. As the similitude calculation uses all 

data features, NN is sensitive to the curse of dimensionality (Section 2.3). 

The most applied algorithm for unsupervised clustering consists in k-means [22], 

which organizes the instances into k exclusive groups (clusters). The clusters optimize 

an objective criterion, such as a dissimilarity measure, such that instances clustered 

together are similar and instances in different clusters are not similar. It should be 

emphasized that unsupervised learning algorithms usually disregard the class, such 

that only data features are taken into account. 

ML algorithms have been applied, for example, to predict concepts (semantic in-

dexes) or categories from low-level features, as well as to assist video segmentation 

and retrieval [5]. In what follows, we describe the review method applied by us to find 

recent CBVIR methods associated with approaches for ML, DR, feature extraction 

and video segmentation. 

3 Systematic Review Process 

To capture a replicable and wide panorama on Content-based Video Indexing and 

Retrieval (CBVIR), we instantiated the Systematic literature Review process (SR) 

[21]. Fig. 1 summarizes the workflow regarding the three SR steps and their relevant 

inputs and outputs [46]. 

 

 

Fig. 1. Systematic literature review workflow (this figure is an adaptation of material published 

in [46]. Any citation to the material should consider that paper). 

The first step receives two inputs: a feasibility study and the background on the re-

search questions to be answered [46]. In particular, the study allows one to verify the 

need for a review, identifying and analyzing any existing systematic review on the 

subject of interest [21]. By processing these inputs, planning generates a protocol that 

ease new applications of the SR process.  

In the next step, a researcher can follow the protocol to yield data able to answer 

research questions, which are the core of the SR process. Finally, the data obtained 

after conducting the review is published, for example, as a piece of a paper. 

In what follows, we present detail on the planning step proposed for this work, in-

cluding the protocol components considered. The main results of the conduction step 

are reported in Section 4. 
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3.1 Systematic Review Planning 

During the feasibility study, six recent surveys associated with CBVIR were found 

[19, 3, 4, 5, 17, 18]. However, differently from these surveys, this work: (1) pays 

attention on dimensionality reduction approaches, (2) proposes a research protocol on 

indexing and retrieval of videos from any domain and (3) reviews papers published 

from 2011 to 2018. 

As this work is innovative, the need for a review is accomplished. Moreover, we 

take advantage of the background considered in related work, briefly described in 

Section 2, to establish pieces of the current review protocol. 

Although a systematic review protocol can include many components [21], the fol-

lowing ones are usually considered: (1) research question, (2) study search strategy, 

(3) selection criteria and strategy, (4) quality criteria and strategy, (5) information to 

be extracted and (6) synthesis strategy. 

This work surveys the literature to answer the following research question: what 

segmentation, feature extraction, dimensionality reduction and machine learning ap-

proaches have been applied for content-based video indexing and retrieval? 

The search strategy used involves applying a string to seven bibliographic data-

bases: ACM Digital Library, CiteSeerX, IEEE Xplore, Science Direct, Scopus, Web 

of Science and Wiley. In particular, the string employed is: ((indexing OR retrieval 

OR retrieving OR retrieve OR summarization OR summary OR skimming OR skim 

OR skims OR abstraction OR abstract OR synopsis OR recover OR recovering ) AND 

(“content-based” OR “semantic-based” OR “context-aware” OR “context-

preserving” OR “concept-oriented” OR “keyword-focused”) AND (video OR videos 

OR “video-based” OR multimedia OR “multi-media” OR “multi media” OR audio-

visual OR shot OR shots OR keyframe OR “key-frame” OR keyframes OR “key-

frames” OR headshot OR headshots)). Whenever a database supports searches re-

stricted to paper title, abstract and keywords, the feature is used.  

Regarding the selection strategy, we specified 13 exclusion criteria. Thus, if a 

study fulfills an Exclusion Criterion (EC), it is removed from the next SR compo-

nents. It should be emphasized that the 13 criteria described in what follows are 

verified in the study title, abstract and full text, if necessary. 

 EC1. The piece of work deals with 3D elements, such as objects; 

 EC2. The piece of work composed of only one page (abstract paper), poster, 

presentation, proceeding, program of scientific events and tutorial slides; 

 EC3. The piece of work published before 2011; 

 EC4. The piece of work does not suit the research question; 

 EC5. Duplicated pieces of work written by the same authors (Similar title, abstract, 

results or text). In this case, only one is kept; 

 EC6. The piece of work written in a language different than English; 

 EC7. The piece of work hosted in web pages that can not be accessed by using the 

UNIOESTE and UNICAMP login credentials; 

 EC8. The piece of work does not focus mainly on video retrieval; 

 EC9. The piece of work does not conduct experimental evaluation (quantitative 

study) on video retrieval; 

 EC10. A patent; 
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 EC11. The piece of work deals with video copy or near-duplicate retrieval;  

 EC12. The piece of work related to academic challenges; 

 EC13. The piece of work deals with object recognition or identification. 

The strategy used to estimate the methodological quality of each selected paper in-

volves applying four criteria, such that each Quality Criterion (QC) consists in a 

yes/no question. 

In this work, 18 information items are extracted from each selected paper to verify 

the quality criteria and to conduct the synthesis. The complete description of the four 

quality criteria and 18 information items taken into account by us, are available at 

http://tiny.cc/58nohy. 

We conducted a qualitative synthesis to answer the research question from quality 

criteria and other extracted information, as this strategy is usual in Computer Science 

[21]. This synthesis yielded the results summarized in Section 4. 

First Results from the Systematic Review Conduction. We applied the search 

strategy in 2017 and updated it in February 2019. Altogether, we found a set of 3477 

pieces of work. After applying the 13 exclusion criteria, 153 papers (nearly 4% of the 

initial set) were chosen. An electronic spreadsheet with all the information extracted 

from the 153 references is available at http://tiny.cc/4inohy. 

4 Approaches for Video Indexing and Retrieval 

This section organizes approaches used by the 153 papers found by systematic review 

into four topics: (1) video segmentation, (2) feature extraction, (3) dimensionality 

reduction and (4) machine learning. Fig. 2 indicates the most frequent approaches per 

topic. 
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Fig. 2. Usual approaches found in content-based video indexing and retrieval. 

4.1 Video Segmentation 

We found that 44 selected papers reported the segmentation approach used. Nearly 

89% of these publications are associated with Shot Boundary Detection (SBD) [47, 

34, 4], while the remaining ones consider alternatives related with frames, scenes or 

other structures [48, 49]. Table 1 indicates the approaches most commonly applied in 

the reviewed literature. Some properties of these approaches are considered in what 

follows. For further detail and discussion regarding the merits of the main approaches, 

papers cited in this section and literature surveys are appropriate [50, 51, 5]. 

Table 1. Segmentation approaches found in recent papers. 

Approach Number of occurrences References 

Cut-based 7 [52], [8], [53], [54], [55], [25], [56] 
Machine learning 5 [16], [57], [58], [59], [60] 
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Color-based 4 [61], [62], [63], [64] 
Entropy-based 2 [65], [66] 

The cut-based category stands out as the most usual one, as indicated by seven refer-

ences. Black frames, silence segments and other clues are associated with electronic 

program guide information to break television content into smaller pieces in [8]. An-

other idea, described in [53], applies the thresholds 𝑡𝑏 and 𝑡𝑠 on the histogram differ-

ence between frames. In particular, 𝑡𝑏 is useful to identify hard cuts, while the latter is 

applied to identify the beginning of a sequence of frames with gradual transition. This 

sequence ends when the accumulated frame difference reaches 𝑡𝑏. 

Segmentation based on a machine learning algorithm has been another usual 

choice for SBD. The Boosting method used in [59] combines weak classifiers, i.e., 

classification models slightly better than random guessing, to define a stronger learner 

able to identify the boundaries. During the learning, this method assigns a weight for 

each weak classifier before associating them [67]. To feed Boosting, features focusing 

on the hue channel and optical flow – the apparent motion of something on pairs of 

consecutive frames – are extracted from the video frames. Another ML alternative, 

based on Nearest Neighbors (NN), is applied in [57]. Besides supervised Boosting 

and NN approaches, unsupervised algorithms have also been used to support segmen-

tation [16]. 

Color-based segmentation can also take into account thresholds. The RGB histo-

gram difference measure reported in [64] considers an iterative frame skip strategy to 

save computation time in a video with N frames. In particular, the measure is applied 

between the frames 𝑓𝑖 and 𝑓𝑗 , i ∈ 1 ... N, j ∈ 1 ... N, which are separated by k frames. 

If the difference reaches a specific threshold, then a shot boundary is defined. 

An alternative category considers Entropy and related measures, such as mutual in-

formation [65, 66]. 

4.2 Feature Extraction 

A typical procedure conducted in content-based video retrieval consists in feature or 

index extraction [5]. As a result, 148 out of the 153 selected papers indicated the fea-

tures (indexes) extracted from video. Table 2 describes the approaches most frequent-

ly used in the 148 mentioned papers, also indicated in the electronical spreadsheet 

available at http://tiny.cc/4inohy. It should be emphasized that, although 83 reviewed 

publications consider more than one indexing type, the table counts separately the 

frequency for each approach. Some properties of these approaches are considered in 

what follows. For further detail and discussion regarding the merits of the main ap-

proaches, pieces of work cited in this section and literature surveys are appropriate 

[51, 39, 4, 5, 37]. 

Table 2. Most commonly used feature extraction approaches. 

Approach Number of occurrences 

Color-based 56 
Visual 38 
Motion-based 36 
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Texture 22 

Besides segmentation, color is useful to describe image content. Huang and Chen [64] 

select two MPEG-7 color descriptors: layout and structure. The former type considers 

the YCbCr color space and applies a discrete cosine transform to the data. The latter 

type takes into account the hue-min-max difference space to represent color contents 

and structural information of image regions. 

Another example applying color features can be found in [61], in which the authors 

employed both global and regional (local) descriptors. The former group extracts, for 

example, the color value averaged across all frame pixels in a shot. The latter group 

involves color moments, histograms and other descriptors extracted from pieces of a 

shot, such as a keyframe. 

Visual features in turn are associated, for example, with visual words analogous to 

textual words in documents [68]. In this context, a bag of visual words approach can 

be combined with Scale Invariant Feature Transform [69] (SIFT) to characterize vid-

eos. An alternative to do so initially detects key points regarding salient regions from 

(key) frames. Then SIFT and other descriptors are calculated by taking these points as 

references and grouped to yield visual words (“labels”). Afterwards, statistics are 

obtained to identify the relevance of the extracted words [70]. 

A strategy to build a dictionary of visual words by detecting Space-Time Interest 

Points in frames is reported in [14]. In particular, each point is on the center of a cubic 

region that is considered to calculate optical flows and histograms of oriented gradi-

ent. As a result, visual features are obtained. This technique is also used, for example, 

in [71, 72]. 

Different from color, motion is a dynamic property of videos associated with the 

temporal variation of content [5]. In this context, it is suitable to describe the content 

of sequences of frames. To extract motion-based features to characterize surgical 

gestures, [73] propose a motion model based on spatiotemporal polynomials. In par-

ticular, the model considers polynomials that approximate the optical flow mapping 

spatiotemporal coordinates to specific displacements. 

The approach used in [74] to describe motion partitions object trajectories into 

segments. Then, the segments are clustered to yield a codebook with k cluster centers. 

Finally, a bag of motions is defined from a histogram composed of bins associated 

with the codebook centers. It should be emphasized that the approach is also used to 

provide sketch-based queries. 

Texture, an important property to characterize images and frame videos, can be 

seen as an approach to describe local variations that follow specific patterns [37]. 

These variations typically focus on the neighborhood of pixels delimited by parame-

ters. A literature example applying textons and widely used Haralick’s texture fea-

tures for video retrieval is found in [43]. The main idea of textons is to describe geo-

metric and photometric properties regarding, for example, spots and stripes. On the 

other hand, Haralick’s features are extracted from a matrix representing transitions 

between pixels. 

Another approach to describe the texture from video frames is applied in [57]. 

Specifically, the technique analyses moments of the distribution of wavelets coeffi-

cients at different scales and directions. By employing the idea for each color channel, 

it also takes into account the frame color content. It should be emphasized that, in this 
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reference, feature extraction includes descriptors based on motion (optical flow) as 

well.  

4.3 Dimensionality Reduction 

We found that 55 out of the 153 selected papers described the approach used for Di-

mensionality Reduction (DR) in the context of CBVIR. Table 3 shows the frequency 

of the approaches most employed in the literature. As is the case in the previous sec-

tion, we count separately the frequency for each table row, such that if a piece of 

work uses two DR approaches, it is counted for each approach. Some properties of the 

DR approaches found are considered in what follows. For further detail and discus-

sion regarding the merits of the main approaches, pieces of work cited in this section 

and references from the DR area are appropriate [75, 76, 77, 23]. 

Table 3. Most commonly used dimensionality reduction approaches. 

Approach Number of occurrences 

k-means based 21 
Principal components analysis based 15 
Document frequency based 3 

We found that k-means based clustering [78] has been the most common approach 

considered to reduce the video dimensionality. Huang and Chen [64] illustrate this 

application by clustering the features of each index type extracted from a keyframe 

into four groups. Each group is numbered from 0 to 3. Afterwards, a 4-digit MPEG-7 

signature can be defined, such that each digit consists in the number of the group 

closest to the corresponding index type extracted from a video. By using the signature 

as part of the indexing process, the authors achieved reasonable retrieval performance. 

One can note that k-means is also useful to group trajectory segments for sketch-

based retrieval [74]. Finally, this algorithm and variations are often associated with 

usual visual words techniques for video indexing [38, 59, 70]. As k-means is an unsu-

pervised learning algorithm, it is applicable in DR problems without class or target 

feature (Section 2.4). 

Principal Components Analysis (PCA) has been frequently used in many domains 

to transform an original space into another space with less dimensions [45]. An appli-

cation specific for video retrieval is identified in [11]. In particular, the authors com-

bine PCA with the k-means clustering technique during video preprocessing to group 

local features into 1000 codewords. Afterwards, each database or query video is de-

scribed by a set of dimensions. In this scenario, each dimension consists in a tuple 

with the feature spatio-temporal location and corresponding codeword. It should be 

emphasized that, although the dimensionality reduction procedure can be costly, it 

needs to be applied only once to the video database. Another example employing 

PCA for a diverse set of features is found in [57]. As a result, the authors were able to 

obtain a more compact and less redundant medical video representation.  

A proposal for human action recognition is described in [26]. The method replaces 

each original video frame with a simplified image, which is projected into a lower 

dimension space by using a non-linear PCA-based transformation. By doing so, 
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frames of the entire video sequence trace out a trajectory curve to provide efficient 

differentiation among actions. PCA was also used in [79] to reduce the number of 

video indexes. 

The mentioned approaches transform an input feature space into another one with 

new dimensions (Section 2.3). However, there are also methods based on the feature 

selection scheme, which allows one to weigh and or select original video indexes 

according to their importance within the CBVIR context. The study reported in [80] 

adapts document frequency based measures to weigh video indexes. In particular, 

after representing videos according to visual features, the authors are interested in the 

occurrence of these features as an estimate of their importance. One can also note that 

the feature relevance estimation technique [27] calculates the importance of indexes 

according to the relevance feedback provided by users’ subjective judgment on que-

ries. The selection of features in turn is illustrated in [81], which considers the per-

formance achieved by a supervised SVM model built from videos described by 

specific feature extraction approaches. The best performing models motivate the 

choice of the corresponding video indexes for further concept-based video retrieval. 

4.4 Machine Learning 

As mentioned, machine learning has been applied by some video retrieval methods to 

support video segmentation, indexing and retrieval [5]. As a result of the current sys-

tematic review, we found 89 out of the 153 selected papers that described the ML 

algorithm used. The number relatively high of publications employing machine learn-

ing strengthens the relevance of this topic in CBVIR. Table 4 indicates the occurrence 

of the approaches most used in the literature, counting separately the frequency for 

each table row. Some properties of these approaches found are considered in what 

follows. For further detail and discussion regarding the merits of the main approaches, 

pieces of work cited in this section and references from the ML area are appropriate 

[20, 82, 22, 5]. 

Table 4. Most commonly used machine learning algorithms. 

Algorithm Number of occurrences 

k-means based 24 
Nearest neighbors based 15 
Support vector machines based 3 

As mentioned in Section 4.3, k-means and variants are popular in CBVIR. Besides the 

21 occurrences regarding DR, three papers apply the algorithm to group video images 

or shots [83, 84, 85]. It should be emphasized that other unsupervised algorithms, 

such as hierarchical clustering, have also been applied to reduce the number of video 

indexes, assist relevance feedback, group video shots or support Optical Character 

Recognition (OCR) [86, 87, 88, 27]. 

Nearest Neighbors (NN) is another supervised learning algorithm common in the 

reviewed literature. A typical NN application involves the search for the k videos 

closest to a user query, as exemplified in [49]. In this piece of work, the similarity 

measure is highlighted as one of the main method parameters. By speeding up the 
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dynamic time warping [89] similarity calculation, the authors achieved a fast and 

accurate retrieval method. The same basic measure is applied in [74] to query similar 

videos based on motion trajectories. Besides the typical use, one can use NN 

classification accuracy as an indirect objective indicator for retrieval relevance ac-

cording to diagnoses based on histopathology [70]. Moreover, NN principles can be 

associated with similarity approaches to compare image feature signatures in Medi-

cine [90]. 

Support Vector Machines (SVM) and variants have been one of the most usual ML 

techniques to assist video retrieval. As illustrated in [91, 11, 27], SVM can be used in 

relevance feedback as an attempt to enhance retrieval results in further queries and to 

deal with the gap between descriptors and users’ feature perception. Other SVM-

based applications include video re-ranking to improve the initial retrieved results 

[92], segmentation [9], semantic indexing with concepts [43] and video classification 

or annotation [5]. 

Limitations. The SR method conducted in this work contains some limitations in its 

wideness due to the selection criteria described in Section 3.1. The main limitations 

arose because in the current review we did not consider: 

 Relevant research topics associated with 3D elements, object iden-

tification/recognition, event detection, near-duplicate and video copy detection; 

 Full papers that could not be accessed by our institutions; 

 Publications that do not simultaneously focus on content-based video indexing and 

retrieval, which includes pieces of work focusing on the indexing and retrieval of 

other media types; 

 Patents and academic challenges; 

 Papers written in language different than English. 

The protocol designed in Section 3.1 should be modified to tackle these issues and 

cover more potential references, making possible a new systematic review applica-

tion. We believe that SR dealing with specific research questions to address the men-

tioned topics inspire future work. 

Also, the search string used restricted the extent of this review, as occasionally a 

relevant publication do not accomplish the following piece of string: (“content-

based” OR “semantic-based” OR “context-aware” OR “context-preserving” OR 

“concept-oriented” OR “keyword-focused”). However, we decided to keep the string 

as it is, as removing it would bring a large number of pieces of work that index and 

retrieve videos regardless of its content. 

Another limitation is due to changes in the search tools inherent to bibliographic 

databases across the years. The first application of the search string in 2017 worked in 

the seven databases indicated in Section 3.1, yielding most of the publications ana-

lyzed by us. However, only Scopus, Web of Science and Wiley databases worked as 

before during the review update conducted in February 2019. The other databases 

were not able to process our search string anymore. Future updates should summarize 

the search string to increase the number of sources to find publications. 
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5 Future Directions 

The use of filter feature selection algorithms, i.e., DR techniques that choose features 

regardless of machine learning approaches, is incipient in content-based video retriev-

al. Although 14 reviewed papers used filter methods, only one selects and assesses 

subsets of features by evaluating the inter-class distance [36]. As a result, most of the 

methods analyzed are unable to identify redundant/correlated features (indexes) in the 

original feature space, as they focus on the individual relevance of each index to the 

class or perform space transformations that create new dimensions. To bridge this 

gap, one could take into account, for example, the methods Correlation-based Feature 

Selection or Consistency-based Filter [23], which are publicly available in the Weka 

framework (www.cs.waikato.ac.nz/ml/weka). Besides traditional linear and nonlinear 

DR approaches, new researchers in CBVIR can also take into account recent ideas to 

preserve the geometric structure of the data inherent to video features [93] or deal 

with streaming data associated with real-time video transmission [76]. 

As indicated in [5], machine learning algorithms are useful in video retrieval. In 

fact, most of the selected papers employ a variety of algorithms for different purposes. 

However, there are still research points regarding machine learning to be more studied 

in video retrieval. In this context, an issue to be better examined consists in the use of 

multi-label learning algorithms [94], i.e., algorithms that predict multiple class values 

for each instance (Section 2.4). This idea stands out as, except for a few cases in con-

ventional or deep learning approaches [16], most of the supervised algorithms applied 

in the relevant literature predict only one label per instance. By taking into account 

the label dependence for multi-label semantic video indexing, one could explore, for 

example, the correlation between concepts (labels) as an additional information to 

improve the annotation performance [95, 96, 97]. 

Another issue involves the study of the values assigned to the parameters of ma-

chine learning algorithms. Despite of initial efforts into this direction [70], few pieces 

of work concern on the influence that parameters may have on the learning perfor-

mance. Indeed, a simple learning method, such as Nearest Neighbors, is already sensi-

tive to its few parameters – especially the dissimilarity measure and the number of 

neighbors. This issue is even harder to deal with on algorithms associated with more 

parameters, such as SVM [98]. The use of computationally demanding deep learning 

approaches also depends on the choice of an appropriate architecture [99]. 

As noted in [4], few pieces of work used audio to support video retrieval. This 

finding remains valid, as our SR found only three papers considering audio-based 

query [1, 100, 101], five references extracting audio-based features and 11 publica-

tions using indexes transcribed from speech. Despite of the current limitations on 

ASR [102], such as relatively low performance on under-resourced languages [24], it 

is necessary to better investigate audio as an additional information source to retrieve 

video files. Additional benefits from audio in CBVIR context include its use to sup-

port segmentation approaches [103]. 
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6 Final Remarks 

This work surveyed the literature on video retrieval and indexing based on content. 

Altogether, 153 recent papers were summarized and organized into categories regard-

ing video segmentation, indexing, dimensionality reduction and machine learning 

approaches. This paper updates and extends previous surveys [19, 3, 4, 5, 17, 18] by 

highlighting dimensionality reduction approaches considered by the selected refer-

ences, as well as by exploring relevant and recent publications with the replicable 

systematic review method. 

The review protocol can be updated in future work by enabling the selection and 

summary of recent patents, as they contain innovative ideas closer to actual products. 

International challenge papers, such as the ones from TRECVID workshops, could 

also be included to find research insights. Extending the systematic review method to 

answer specific research questions on trendy topics, such as deep learning, big data or 

other video technology issues, can also be a future direction. 
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